![](data:image/png;base64,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)

**AIE425 Intelligent Recommender Systems, Fall Semester 24/25**

**Assignment #1: Neighborhood CF models (user, item-based CF)**

**221101329, Mohamed maged mohamed hossny**

This assignment explores how to build a recommendation system using collaborative filtering (CF), a popular method for suggesting personalized content. Recommendation systems are used in platforms like IMDb, Netflix, and Amazon to suggest movies, shows, or products based on user preferences.

For this assignment, we used IMDb data to create a user-item matrix of movie ratings. Two main CF methods were applied: User-Based CF, which finds users with similar tastes to make recommendations, and Item-Based CF, which recommends movies similar to those a user has already liked. By comparing these two approaches, the assignment shows how each method affects the accuracy of recommendations and the strengths and weaknesses of each approach.

2.3. Assignment requirements and questions: (Results)

1. Recommender systems have become integral to many companies across various domains. Below are a few notable examples:

* Movie and TV Recommendations:
  + Netflix: A leading streaming platform that uses collaborative filtering and content-based filtering to suggest shows and movies based on users' viewing history and preferences. Netflix’s recommendation engine is a key factor in user retention.
  + IMDb: One of the largest databases for movies and TV shows, IMDb offers recommendations based on users' past ratings, preferences, and reviews from other similar users.
* E-commerce:
  + Amazon: As one of the largest e-commerce platforms, Amazon employs item-to-item collaborative filtering to recommend products. The algorithm compares user purchase history with similar users to suggest relevant items.
  + eBay: Uses machine learning models to recommend products based on past searches, purchases, and viewed items.
* Music Platforms:
  + Spotify: Known for its sophisticated recommendation system, Spotify uses collaborative filtering and audio feature analysis to recommend songs, playlists, and albums.
  + Apple Music: Offers personalized playlists and song suggestions by analyzing users’ listening patterns and preferences.
* Social Media:
  + Facebook: Recommends friends, groups, and pages by analyzing user connections, interests, and behavior patterns.
  + LinkedIn: Uses collaborative filtering to suggest connections and job opportunities based on user profiles and network activities.
* News Aggregators:
  + Google News: Provides personalized news recommendations by analyzing reading history, trending topics, and user interests.

1. Chosen data source for solving the assignment:

My data source for this assignment is IMDB website for movies ratings I have chosen it because of the following:

* Data Volume and Diversity: IMDb has a vast database covering various genres, languages, and types of media, from movies to TV shows. This diversity allows for rich insights into user preferences across a wide range of content.
* Structured Rating System: IMDb uses an interval-based rating system, where users rate content on a scale from 1 to 10. This numerical rating format is particularly useful for building recommendation models, as it provides a clear quantitative basis for preference analysis.
* User Engagement: IMDb users are highly active, providing ratings and reviews that reflect their engagement with the content. This active feedback is ideal for exploring collaborative filtering techniques, as it creates a robust user-item matrix with meaningful interactions.
* Popularity and Reliability: IMDb is widely used and trusted by audiences globally, and its data is well-structured and reliable, making it a stable source for developing a recommendation model.

1. IMDb gathers user feedback primarily through two main types of input, which can be used to train and evaluate a recommendation system:

* Text-Based Reviews: IMDb users often write detailed reviews that include their thoughts, opinions, and analyses of specific movies and TV shows. Although primarily qualitative, these reviews can provide insights into user sentiment, especially when analyzed alongside ratings. However, for this assignment, we focus on ratings rather than text analysis to simplify the initial model.
* Interval-Based Ratings (1 to 10 Scale): IMDb's rating system is based on a scale from 1 to 10, allowing users to express varying levels of appreciation for a movie or show. This interval-based rating system is ideal for collaborative filtering models, as it provides a quantitative basis for measuring user preferences and calculating similarities. A 1-to-10 scale also offers greater granularity compared to a simple binary or five-star system, allowing for more nuanced recommendations.

1. Data Preparation and Preprocessing:

To prepare the IMDb data for the assignment, several preprocessing steps were meticulously followed. This ensured a refined and manageable dataset, specifically tailored for collaborative filtering analysis.

Preprocessing Steps:

1. Understanding and Standardizing Feedback:
   * IMDb primarily collects user feedback through a structured rating system, where users rate movies or shows on an interval-based scale from 1 to 10. Each rating reflects a user’s level of satisfaction or enjoyment of the content, with higher ratings indicating greater satisfaction. This numeric feedback is critical for collaborative filtering algorithms as it provides a quantifiable measure of user preferences.
2. Dropping Unnecessary Columns:
3. Combining Similar Users:
4. Creating a 6-User Matrix: (Manually)
5. Data Collection and Preprocessing Methodology

To create a high-quality dataset for this recommendation system assignment, the IMDb data was collected, filtered, and processed with precision. Here is a detailed description of the steps taken:

Data Collection:

* Source: IMDb, one of the most extensive and reliable databases for movie and TV show ratings and reviews.
* Method: The data was obtained using a web scraping tool called InstantData Scraping. This tool allowed for efficient data extraction, focusing specifically on prolific reviewers. Targeting these high-activity users helped ensure a dataset rich in feedback, with minimal gaps and biases.
* Focus on Prolific Reviewers: By prioritizing users who actively review and rate multiple movies, we achieved a robust dataset with comprehensive feedback across a variety of movies. This approach minimized sparsity in the user-item matrix, enhancing the dataset's utility for collaborative filtering algorithms.

Preprocessing Steps:

After obtaining the raw data, the following steps were undertaken to prepare it for analysis:

1. Dropping Unnecessary Columns:
   * IMDb’s raw dataset includes a variety of columns that may not directly contribute to recommendation modeling, such as review text or movie metadata (release dates, genres).
   * These irrelevant columns were dropped, retaining only the core elements: user IDs, movie IDs, and ratings. This ensured a streamlined dataset focused solely on attributes essential for collaborative filtering.
2. Combining Similar Users:
   * Users with similar rating patterns were identified and consolidated, forming a single, cohesive dataset. This approach involved grouping users with comparable preferences, simplifying the dataset while preserving the diversity of user feedback.
   * This consolidation resulted in a compact user matrix that retains a representative distribution of ratings and minimizes computational complexity, ideal for illustrative purposes.
3. Creating a 6-User Matrix: (Manually)
   * From the cleaned and consolidated data, I have created 6-user matrix. This matrix, containing only select ratings from six representative users, provides a manageable dataset for collaborative filtering exploration. Each cell in this matrix represents a rating, with rows corresponding to individual users and columns to specific movies.

Rating Type:

IMDb utilizes an interval-based rating system, where users rate movies on a scale from 1 to 10. This system captures the degree of user preference, offering a more granular view of user sentiment than binary or 5-star scales. This interval-based approach provides a solid foundation for collaborative filtering algorithms, allowing for precise similarity calculations and prediction generation.

With this data collection and preprocessing completed, the refined dataset is ready for use in developing and evaluating collaborative filtering models.
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2. Description of the Created Dataset

The dataset for this assignment consists of a user-item matrix containing ratings from six users for a selection of popular movies. Each row in the matrix represents a unique user, and each column corresponds to a specific movie. The values in the matrix indicate each user's rating for the respective movie, on a scale from 1 to 10.

Structure of the Dataset:

1. Users: The dataset includes six distinct users:
   * BrnzReviews
   * AvionPrince16
   * tkdlifemagazine (designated as the target user for prediction)
   * Entertainmentsp
   * Carycomic
2. Movies: There are seven movies listed as columns in the matrix:
   * Spiderman: No Way Home
   * Doctor Strange
   * Thor: Love and Thunder
   * Black Panther
   * Ant-Man
   * Deadpool
   * Wolverine
3. Ratings:
   * Each cell in the matrix represents a rating given by a user for a specific movie, ranging from 1 (least liked) to 10 (most liked).
   * The ratings are interval-based, reflecting varying degrees of user preferences. For example, higher ratings such as 9 or 10 signify strong positive feedback, while lower ratings indicate less favorable opinions.
   * The matrix has a few missing ratings, indicating movies that certain users have not rated. These missing values provide an opportunity to predict these ratings, which is the goal for the target user, tkdlifemagazine (user3).

Purpose of the Dataset:

This dataset serves as the foundational input for collaborative filtering algorithms in this assignment. By analyzing the similarities among users or items, it’s possible to predict the missing ratings for my target user 3 (tkdlifemagazine), allowing for personalized movie recommendations.

With this user-item matrix, the upcoming assignment points will involve calculating similarities, generating predictions, and producing recommendations based on collaborative filtering techniques.

1. Now I will compute average rating but first, from now I will change the real names of the movies and the users into (user1,user2,user3,user4,user5) and ( film1 , film2, film3 , film4 , film5 , film6 ).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 |
| User1 | 6 | 10 | 9 | 7 | 8 | 7 |
| User2 | 7 | 6 | ? | 6 | 9 | 5 |
| User3 | ? | 4 | 8 | 6 | 8 | ? |
| User4 | 7 | 5 | 8 | 7 | 10 | 6 |
| User5 | 9 | ? | 5 | 10 | 7 | 5 |

Average ratings:

* + - User1 mean = = 7.8
    - User2 mean = = 6.6
    - User3 mean = = 6.5
    - User4 mean = = 7.1
    - User5 mean = = 7.2

1. Overview of User-Based and Item-Based Collaborative Filtering Algorithms:

Collaborative filtering (CF) is one of the most popular approaches in recommender systems. CF methods are broadly categorized into two types: user-based CF and item-based CF. Both approaches rely on the idea that users with similar preferences will like similar items, and items that are rated similarly by different users are likely to appeal to similar users.

1. User-Based Collaborative Filtering

User-based collaborative filtering identifies users who share similar rating patterns with the target user and then suggests items that those similar users have liked.

* Concept: The key idea is to find a group of users (referred to as the “neighborhood”) who are most similar to the target user. Ratings from these similar users are then used to predict the target user’s preference for an item.
* Process:
  1. Similarity Calculation: Compute similarity scores between the target user and all other users in the system, typically using similarity measures like Cosine Similarity or Pearson Correlation Coefficient.
  2. Neighborhood Selection: Identify the top-k users who have the highest similarity scores with the target user.
  3. Prediction Generation: Predict the rating for an item by taking a weighted average of ratings from the similar users, where weights are based on similarity scores.
* Analytical Solution:

cosine similarity:

pearson correlation:

The PearsonCorrelation Coefficient or Cosine Similarity is typically used as the similarity measure:

* 1. Pearson Correlation Coefficient: Measures the linear correlation between two users’ ratings, accounting for differences in rating scales.
  2. Cosine Similarity: Measures the cosine of the angle between two rating vectors, focusing on the direction rather than the magnitude of ratings.
* Advantages: User-based CF is simple and interpretable, as it directly uses user similarity to make recommendations.
* Challenges: It can be computationally expensive and may suffer from sparsity issues, especially when users have limited overlaps in their rated items.

2. Item-Based Collaborative Filtering

Item-based collaborative filtering, in contrast, finds items that are similar to those the target user has rated highly and recommends these similar items.

* Concept: This method focuses on item similarity rather than user similarity. It calculates the similarity between items based on user ratings and recommends items similar to those the user has liked.
* Process:
  1. Similarity Calculation: Calculate similarity scores between items based on user ratings. Common similarity measures include Cosine Similarity and Pearson Correlation Coefficient.
  2. Neighbor Item Selection: For each item the target user has rated, identify the top-k items with the highest similarity to that item.
  3. Prediction Generation: Predict the target user’s rating for an item by taking a weighted average of the user’s ratings for similar items, weighted by item similarity.
* Analytical Solution:

Adjusted cosine similarity:

Cosine Similarity and Pearson Correlation Coefficient are also commonly used in item-based CF for computing similarity:

* 1. Cosine Similarity: Captures the angle between two item vectors, ignoring differences in rating scale.
  2. Pearson Correlation Coefficient: Measures linear correlation, normalizing differences in rating scale across items.
* Advantages: Item-based CF is generally more scalable and stable because item preferences are more consistent across users, whereas user preferences can vary widely.
* Challenges: Requires a sufficient number of user ratings per item to accurately compute item similarity, which can be an issue for items with sparse ratings.

1. My target is (user 3)

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean | Cosine |
| User1 | 6 | 10 | 9 | 7 | 8 | 7 | 7.8 | 0.947 |
| User2 | 7 | 6 | ? | 6 | 9 | 5 | 6.6 | 0.990 |
| User3 | ? | 4 | 8 | 6 | 8 | ? | 6.5 | 1 |
| User4 | 7 | 5 | 8 | 7 | 10 | 6 | 7.1 | 0.995 |
| User5 | 9 | ? | 5 | 10 | 7 | 5 | 7.2 | 0.92 |

* User Based CFs:

First compute cosine similarity:

* User (1,3) = = 0.947
* User (2,3) = = 0.99
* User (4,3) = = 0.995
* User (5,3) = = 0.92

Second pearson correlation:

I will subtract the ratings from the mean to prepare the matrix for pearson correlation

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean | Cosine | pearson |
| User1 | -1.8 | 2.2 | 1.2 | -0.8 | 0.2 | -0.8 | 7.8 | 0.947 | -0.342 |
| User2 | 0.4 | -0.6 | ? | -0.6 | 2.4 | -1.6 | 6.6 | 0.990 | 0.717 |
| User3 | ? | -2.5 | 1.5 | -0.5 | 1.5 | ? | 6.5 | 1 | 1 |
| User4 | -0.1 | -2.1 | 0.9 | -0.1 | 2.9 | -1.1 | 7.1 | 0.995 | 0.485 |
| User5 | 1.8 | ? | -2.2 | 2.8 | -0.2 | -2.2 | 7.2 | 0.92 | -0.646 |

* User (1,3) = = -0.342
* User (2,3) = = 0.717
* User (4,3) = = 0.485
* User (5,3) = = -0.646

* Item based CFs:

Adjusted cosine similarity:

I will subtract the ratings from the mean to prepare the matrix for adjusted cosine sim.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean |
| User1 | -1.8 | 2.2 | 1.2 | -0.8 | 0.2 | -0.8 | 7.8 |
| User2 | 0.4 | -0.6 | ? | -0.6 | 2.4 | -1.6 | 6.6 |
| User3 | ? | -2.5 | 1.5 | -0.5 | 1.5 | ? | 6.5 |
| User4 | -0.1 | -2.1 | 0.9 | -0.1 | 2.9 | -1.1 | 7.1 |
| User5 | 1.8 | ? | -2.2 | 2.8 | -0.2 | -2.2 | 7.2 |
| cosine (1,j) | 1 | 0.687 | -0.915 | 0.815 | -0.005 | -0.389 |  |
| cosine (6,j) | -0.389 | 0.232 | 0.420 | -0.492 | -0.588 | 1 |  |

Adjusted cosine (1,j) , j = 2 to 6

* Adjusted cosine (1,2) = = 0.687
* Adjusted cosine (1,3) = = -0.915
* Adjusted cosine (1,4) = = 0.815
* Adjusted cosine (1,5) = = -0.005
* Adjusted cosine (1,6) = = -0.389

Adjusted cosine (6,j) , j = 1 to 5

* Adjusted cosine (6,1) = = -0.389
* Adjusted cosine (6,2) = = 0.232
* Adjusted cosine (6,3) = = 0.420
* Adjusted cosine (6,4) = = -0.492
* Adjusted cosine (6,5) = = -0.588

1. Comparison of Similarity Measures: Cosine Similarity vs. Pearson Correlation:

Cosine Similarity

* What it Does: Cosine similarity measures how close two users’ ratings are in direction. It only looks at the pattern of ratings, ignoring how high or low those ratings are. It treats two users as similar if they have rated movies in a similar way, even if one generally rates higher or lower than the other.
* Results: In my data:
  + User 3 is most similar to User 4 (cosine similarity of 0.995).
  + User 3 is least similar to User 5 (cosine similarity of 0.92).
* Pros:
  + Simple to Calculate: It’s quick and easy, especially for large datasets.
  + Ignores Rating Scale Differences: Works well when users rate on different scales (e.g., one user rates high, another low, but the pattern is similar).
* Cons:
  + Misses Rating Biases: It doesn’t capture if one user is consistently harsher or more generous than another.

Pearson Correlation

* What it Does: Pearson correlation looks at both direction and magnitude of ratings. It adjusts for each user’s average rating, so it considers whether two users rate items similarly relative to their own rating habits.
* Results: In our data:
  + User 3 is most similar to User 2 (Pearson correlation of 0.717).
  + User 3 is least similar to User 5 (Pearson correlation of -0.646), showing they have opposing preferences.
* Pros:
  + Accounts for Rating Bias: It can tell if two users are similar even if one rates consistently higher or lower.
  + Sensitive to True Preferences: Useful for cases where individual preferences are important, especially with biases.
* Cons:
  + Less Effective with Sparse Data: Needs overlapping ratings to work well.
  + More Complex: Slightly more calculation needed compared to cosine.

1. The results are copied in results section.
2. Compute Predictions:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean | Cosine | pearson |
| User1 | 6 | 10 | 9 | 7 | 8 | 7 | 7.8 | 0.947 | -0.342 |
| User2 | 7 | 6 | ? | 6 | 9 | 5 | 6.6 | 0.990 | 0.717 |
| User3 | ? | 4 | 8 | 6 | 8 | ? | 6.5 | 1 | 1 |
| User4 | 7 | 5 | 8 | 7 | 10 | 6 | 7.1 | 0.995 | 0.485 |
| User5 | 9 | ? | 5 | 10 | 7 | 5 | 7.2 | 0.92 | -0.646 |

* User based CFs:
* Cosine similarity prediction:
* Pearson correlation prediction:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean | Cosine | pearson |
| User1 | -1.8 | 2.2 | 1.2 | -0.8 | 0.2 | -0.8 | 7.8 | 0.947 | -0.342 |
| User2 | 0.4 | -0.6 | ? | -0.6 | 2.4 | -1.6 | 6.6 | 0.990 | 0.717 |
| User3 | ? | -2.5 | 1.5 | -0.5 | 1.5 | ? | 6.5 | 1 | 1 |
| User4 | -0.1 | -2.1 | 0.9 | -0.1 | 2.9 | -1.1 | 7.1 | 0.995 | 0.485 |
| User5 | 1.8 | ? | -2.2 | 2.8 | -0.2 | -2.2 | 7.2 | 0.92 | -0.646 |

* Top N list in case of User based:

|  |  |
| --- | --- |
| Cosine | pearson |
| 0.995 | 0.717 |
| 0.990 | 0.485 |

* Item based CFs prediction:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| User/film | Film1 | Film2 | Film3 | Film4 | Film5 | Film6 | Mean |
| User1 | 6 | 10 | 9 | 7 | 8 | 7 | 7.8 |
| User2 | 7 | 6 | ? | 6 | 9 | 5 | 6.6 |
| User3 | ? | 4 | 8 | 6 | 8 | ? | 6.5 |
| User4 | 7 | 5 | 8 | 7 | 10 | 6 | 7.1 |
| User5 | 9 | ? | 5 | 10 | 7 | 5 | 7.2 |
| cosine (1,j) | 1 | 0.687 | -0.915 | 0.815 | -0.005 | -0.389 |  |
| cosine (6,j) | -0.389 | 0.232 | 0.420 | -0.492 | -0.588 | 1 |  |

Adjusted cosine rule of prediction:

* Top N list in case of item based:

|  |  |
| --- | --- |
| cosine (1,j) | cosine (6,j) |
| 0.687 | 0.232 |
| 0.815 | 0.420 |

1. Comparison of Rating Predictions and Top-N Recommendations:

Ratings comparison:

The predictions for User 3’s ratings for missing values were calculated using both user-based and item-based CF methods. Here’s a summary of the results:

1. User-Based CF Predictions:
   * Pred(User3, Film1): 6.69
   * Pred(User3, Film6): 5.10

These predictions are based on the weighted average ratings of similarusers (User 1, User 2, User 4, and User 5), with weights determined by the cosine similarity and Pearson correlation scores.

1. Item-Based CF Predictions (Adjusted Cosine):
   * Pred(User3, Film1): 5.10
   * Pred(User3, Film3): 6.57

Here, predictions are based on the ratings of similar items rather than users. The adjusted cosine rule takes into account the similarity between items, which is useful when items have consistent ratings across users.

Top N list recommendations:

User-Based CF Top-N Recommendations:

* Based on user similarity, films that highly similar users rated positively are recommended. The Top-N list primarily suggests films that users similar to User 3 enjoyed, such as those with higher predicted ratings.

Item-Based CF Top-N Recommendations:

* In item-based recommendations, films similar to those that User 3 has already rated highly are prioritized. For example, films with a close similarity to others that User 3 enjoyed are suggested, leading to a Top-N list that closely reflects User 3’s previous preferences.

1. The results are copied in results section.
2. Presentation, Description, Comparison, and Evaluation of Results:

In this assignment, I have explored two collaborative filtering methods User-Based CF and Item-Based CF using both Cosine Similarity and Pearson Correlation. Each approach yielded distinct predictions and Top-N recommendations for the target user, User 3.

Results Summary

1. User-Based CF Predictions:
   * Pred(User3, Film1): 6.69
   * Pred(User3, Film6): 5.10
   * These predictions are based on the ratings from similar users, with similarity calculated through cosine and Pearson measures. The scores are relatively high for Film1 but moderate for Film6, reflecting User 3's likely interest in Film1.
2. Item-Based CF Predictions (using Adjusted Cosine):
   * Pred(User3, Film1): 5.10
   * Pred(User3, Film3): 6.57
   * Here, the predictions are based on the similarity between items. The result shows that Film3 has a strong predicted rating, suggesting it aligns with User 3’s existing interests, while Film1 has a more moderate score.
3. Top-N Recommendations:
   * User-Based CF: Recommends movies that similar users enjoyed, focusing on items that have high ratings from those similar to User 3.
   * Item-Based CF: Suggests movies similar to those User 3 has rated highly, aiming to maintain alignment with their established taste.

|  |  |  |
| --- | --- | --- |
| Point of comparison | User-Based CF | Item-Based CF |
| Prediction Basis | Ratings from similar users | Ratings from similar items |
| Top-N Focus | Movies liked by similar users | Movies similar to those User 3 liked |
| Key Results | High prediction for Film1 | High prediction for Film3 |

Evaluation:

1. User-Based CF:
   * Advantages: This approach is ideal for finding content that has broad appeal among users with similar tastes. The higher prediction for Film1 suggests it’s popular among similar users, making it a reliable recommendation.
   * Limitations: User-based CF might not fully capture User 3’s unique preferences, as it depends on the behavior of other users rather than User 3's previous ratings. This can lead to less personalized recommendations if the target user's preferences differ from the average.
2. Item-Based CF:
   * Advantages: Item-based CF focuses more directly on User 3's existing preferences, recommending items that are similar to what they already like. The high rating prediction for Film3 shows it’s closely aligned with User 3’s existing tastes, making it a potentially valuable recommendation.
   * Limitations: This approach might miss items that User 3 would enjoy but hasn’t yet explored, as it prioritizes similarity between items. It’s best suited when item similarities are consistent and can lead to narrower recommendations.
3. Implementation Process, Tools, and Libraries:

Pandas: Pandas is a powerful data manipulation library in Python. It was used to handle the user-item matrix, allowing us to load, clean, and process the IMDb data efficiently. Its DataFrame structure makes it easy to manage and perform operations on tabular data, which is essential for organizing and analyzing user ratings.

NumPy: NumPy is a fundamental library for numerical computing in Python, offering support for large, multi-dimensional arrays and various mathematical functions. It was used for handling missing values, performing array-based calculations, and managing matrix operations required in collaborative filtering algorithms.

SciPy: SciPy, specifically its cosine function from the spatial.distance module, was used to calculate cosine similarity between users or items. This similarity measure is central to collaborative filtering as it helps identify users with similar preferences or items that are alike. SciPy also provides other mathematical tools that make similarity calculations more efficient.

Scikit-Learn (optional): Although not directly used in this assignment, Scikit-Learn is a popular machine learning library in Python that includes various utilities for calculating similarities and building recommendation models. It could be used to enhance the recommendation system with additional algorithms if needed.

1. User-Based and Item-Based Collaborative Filtering differ in how they use similarity measures like Cosine Similarity and Pearson Correlation. User-Based CF finds users with similar rating patterns, making it great for recommending popular items among similar users. However, it can miss personal preferences if the target user’s tastes are unique. On the other hand, Item-Based CF focuses on finding items similar to those a user already likes, which helps make more tailored recommendations based on specific preferences. While Cosine Similarity works well for capturing general patterns regardless of rating scales, Pearson Correlation is useful for adjusting differences in user or item rating biases. Each approach has strengths: User-Based CF captures general popularity, while Item-Based CF provides more personalized recommendations.
2. Conclusion:

The two strategies—User-Based and Item-Based CF—affect prediction accuracy in different ways. User-Based CF relies on similar users’ ratings, so it’s effective for predicting popular items among users with shared preferences. However, it may be less accurate if the target user has unique tastes not reflected in those similar users. Item-Based CF, on the other hand, focuses on items that are similar to those the target user already likes, which often leads to more accurate, personalized recommendations. Overall, User-Based CF is better for general suggestions, while Item-Based CF provides accuracy by aligning closely with the user’s specific interests.

1. Enhancements for Improvement:

Hybrid Approach:

* Combining User-Based and Item-Based CF into a hybrid model could provide the best of both worlds, capturing both general popularity and personal preferences. For example, weighting user-based and item-based predictions could balance broad recommendations with personalized suggestions.

Incorporating Implicit Feedback:

* Many users interact with items without leaving explicit ratings (watching a movie without rating it). Including implicit feedback, such as view duration or browsing history, could enrich the dataset, especially for new users or items with few ratings.
* Assignment Results section:

1. Now I will compute average rating but first, from now I will change the real names of the movies and the users into (user1,user2,user3,user4,user5) and ( film1 , film2, film3 , film4 , film5 , film6 ).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 1. User/film | 1. Film1 | 1. Film2 | 1. Film3 | 1. Film4 | 1. Film5 | 1. Film6 |
| 1. User1 | 1. 6 | 1. 10 | 1. 9 | 1. 7 | 1. 8 | 1. 7 |
| 1. User2 | 1. 7 | 1. 6 | 1. ? | 1. 6 | 1. 9 | 1. 5 |
| 1. User3 | 1. ? | 1. 4 | 1. 8 | 1. 6 | 1. 8 | 1. ? |
| 1. User4 | 1. 7 | 1. 5 | 1. 8 | 1. 7 | 1. 10 | 1. 6 |
| 1. User5 | 1. 9 | 1. ? | 1. 5 | 1. 10 | 1. 7 | 1. 5 |

* 1. Average ratings:
     1. User1 mean = = 7.8
     2. User2 mean = = 6.6
     3. User3 mean = = 6.5
     4. User4 mean = = 7.1
     5. User5 mean = = 7.2

1. Results: In my data:
   * User 3 is most similar to User 4 (cosine similarity of 0.995).

User 3 is least similar to User 5 (cosine similarity of 0.92).

* + User 3 is most similar to User 2 (Pearson correlation of 0.717).
  + User 3 is least similar to User 5 (Pearson correlation of -0.646), showing they have opposing preferences.



* User-Based CF Predictions:
  + Pred(User3, Film1): 6.69
  + Pred(User3, Film6): 5.10
    - These predictions are based on the weighted average ratings of similarusers (User 1, User 2, User 4, and User 5), with weights determined by the cosine similarity and Pearson correlation scores.
* Item-Based CF Predictions (Adjusted Cosine):
  + Pred(User3, Film1): 5.10
  + Pred(User3, Film3): 6.57
  + Here, predictions are based on the ratings of similar items rather than users. The adjusted cosine rule takes into account the similarity between items, which is useful when items have consistent ratings across users.
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* Assignment Conclusion:

In this assignment, we explored User-Based and Item-Based Collaborative Filtering (CF) methods to develop a recommendation system using IMDb data. By leveraging similarity measures like Cosine Similarity and Pearson Correlation, we generated predictions and recommendations tailored to the preferences of our target user, User 3 (tkdlifemagazine).

User-Based CF proved effective in identifying items popular among users with similar tastes, providing general recommendations. However, it occasionally fell short in capturing unique preferences, as it relies heavily on the collective behavior of similar users. In contrast, Item-Based CF focused more on User 3's specific interests by recommending items similar to those they had already enjoyed. This approach produced more personalized and accurate suggestions, highlighting the strengths of item-centered recommendations for users with consistent preferences.

Both CF methods bring valuable perspectives to recommendation systems. While User-Based CF excels at uncovering popular content among similar users, Item-Based CF aligns more closely with the user's specific interests. Together, they offer a balanced approach to enhancing recommendation quality. Implementing a hybrid model that combines these two methods could further refine recommendations by balancing popularity and personalization. Additionally, incorporating implicit feedback and advanced matrix factorization techniques could improve the system’s ability to adapt to evolving user preferences, making the recommendations even more relevant and effective.

In conclusion, this assignment demonstrated how collaborative filtering techniques, combined with tailored similarity measures, provide a solid foundation for developing personalized recommendation systems. The findings highlight the importance of method selection based on user needs and the value of enhancing algorithms to deliver more meaningful and accurate recommendations.